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Abstract. We describe the method of measuring the integrated luminosity of the e+e− collider DAΦNE, the
Frascati φ-factory. The measurement is done with the KLOE detector selecting large angle Bhabha scat-
tering events and normalizing them to the effective cross section. The e+e−→ e+e−(γ) cross section is
calculated using different event generators which account for theO(α) radiative initial and final state correc-
tions, and the φ resonance contribution. The accuracy of the measurement is 0.6%, where 0.3% comes from
systematic errors related to the event counting and 0.5% from theoretical evaluations of the cross section.

1 Introduction

For an accurate measurement of the cross section of an
e+e− annihilation process, the precise knowledge of the
collider luminosity is required. The luminosity depends on
three factors: beam-beam crossing frequency, beam cur-
rents and the beam overlap area in the crossing region.
However, the last quantity is difficult to determine accu-
rately from the collider optics. Thus, experiments prefer
to determine the luminosity by the counting rate of well
selected events whose cross section is known with good
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precision. Since the advent of low luminosity e+e− collid-
ers, a great effort was devoted to obtaining good precision
in the cross section of electromagnetic processes, extend-
ing the pioneer work of the earlier days [1]. At the e+e−

colliders, working in the range 1 GeV<
√
s < 3 GeV, such

as ACO at Orsay, VEPP-II at Novosibirsk, and Adone
at Frascati, the luminosity measurement was based on
small angle Bhabha scattering, or single and double e+e−

bremsstrahlung [2, 3], thanks to the high statistics. The
electromagnetic cross sections scale as 1/s, while elastic
e+e− scattering has a steep dependence on the polar angle,
∼ 1/θ3, thus providing high rate for small values of θ. At
low and intermediate energy high-luminosity meson facto-
ries, the small polar angle region is difficult to access for the
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presence of the low-beta insertions close to the beam cross-
ing region, while wide angle Bhabha scattering produce
a large counting rate and can be exploited for a precise
measurement of the luminosity.
We have measured the luminosity counting the number

of large angle Bhabha scattering events and normalizing
this number to the effective Bhabha cross section σeff:∫

Ldt=
Nobs−Nbkg
σeff

. (1)

The effective cross section is evaluated by inserting into
the detector simulation different event generatorswhich in-
clude radiative corrections at a high level of precision. In
(1) the number of background events, Nbkg, is determined
and subtracted from the observed events,Nobs.
The main advantages of this method are:

i) high theoretical accuracy by which the cross section
could be calculated;

ii) clean event topology of the signal and small amount of
background;

iii) large statistics: for σeff ∼ 430 nbarn in 45◦ < θe < 135◦,
even at the lowest luminosities obtained in the data tak-
ing period, the statistical error δL/L∼ 0.3% is reached
in about two hours of data taking.

In the following we describe the luminosity measurement
using large angle Bhabha scattering. The on-line measure-
ment, with 5% accuracy, was used to provide a fast feed-
back to DAΦNE. The off-line analysis which is described
in this paper reaches a precision of 0.6%, dominated by
the uncertainty quoted at present, in the calculation of the
Bhabha cross section. A high precision on L is particularly
useful in the KLOE measurement of the hadronic cross
section [5].

2 The DAΦNE collider

The DAΦNE e+e− collider [4] is designed to run at high
luminosity in the energy region corresponding to the reson-
ance φ(1020). It consists of two independent electron and
positron rings of 98m length with beams that cross at two
interaction regions with angle of ∼ 25mrad. DAΦNE was
commissioned in 1999 and since 2000 was working with in-
creasing luminosity for three experiments: KLOE, DEAR
and FINUDA.
At the end of 2005 KLOE has collected an integrated

luminosity of ∼ 2.5 fb−1, as shown in Fig. 1. The measure-
ment presented here only refers to the data taken during
2001, although KLOEwill use the same luminosity method
for the remaining data set.
DAΦNE works in the “topping up” mode, injecting

beams with a frequency of about three fillings per hour
while the KLOE experiment is continuously taking data.
The main beam parameters are presented in Table 1.
In the KLOE interaction region (IR) electron-positron

beams cross with a small transverse momentum in the ho-
rizontal plane pT ∼ 13MeV/c. The longitudinal and ho-
rizontal width of the beam-beam collision region is ∆z ∼

Fig. 1. Luminosity collected by the KLOE experiment from
2001 to 2005

Table 1. Main parameters of the DAΦNE beams
during the operation in year 2001

number of bunches (e+, e−) 49, 49
current per beam (A) 0.7, 1.0
beam crossing period (ns) 5.43
beam width at crossing:
σx (mm) (horizontal) 2
σy (µm) (vertical) 20
σz (cm) 3
average luminosity (cm−2 s−1) 3×1031

luminosity lifetime (min) 30

12mm and ∆x ∼ 1.2mm respectively. All these quanti-
ties are measured run-by-run with very good accuracy
(σpT � 100 keV, σ∆z � 0.1mm, σ∆x � 0.05mm) detecting
large angle Bhabha events as it will be explained in the fol-
lowing. The beam energy spread is (0.302±0.001)MeV, as
determined from φ→KLKS decays.

3 The KLOE detector

A cross view of the detector is shown in Fig. 2. It con-
sists of a large volume drift chamber (DC), a fine grained
lead-scintillating fiber sampling calorimeter (EMC) both
immersed in a uniform magnetic field of 0.52 T parallel to
the beam bisectrix, which is taken as the axis of our coordi-
nate system. The beam pipe around the IR has a spherical
shape of 10 cm radius. Three low-beta quadrupoles on ei-
ther side, at a distance of 50 cm from the IR, fill the space
between the beam pipe and the DC inner wall. Two small
lead-scintillating tile calorimeters are wrapped around the
quadrupoles to complete the EMC hermeticity.
The drift chamber [6], 4 m in diameter and 3.3m long,

is made of 58 concentric rings of drift cells arranged in
a full-stereo geometry and is filled with a low Z gas mixture
(90%He−10%i-C4H10). Particle trajectories are measured
with a space resolution of σxy � 0.15mm and σz � 2mm;
the transverse momentum resolution for long tracks is
σ(pT)/pT � 0.3% and the primary vertex is reconstructed
with a space resolution� 2mm. Electrons emitted at large
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Fig. 2. Cross view of the KLOE detector

angle have a track length greater than 1.5m and are meas-
ured with more than 50 points.
The calorimeter [7] is divided in a barrel (45◦ < θ <

135◦) and two end-caps. It is segmented in depth in
five layers, the first four of ∼ 3X0 each, and the fifth
of ∼ 4X0. The barrel is divided in 24 sectors, each sec-
tor having 5× 12 calorimeter cells of 4× 4 cm2 read out
by photomultipliers at both ends to measure the arrival
time of particles and to reconstruct the space coordi-
nates. Calorimeter clusters are reconstructed grouping
together energy deposits close in space and time. For each
cluster, Ecl is the sum of the cell energies, the time tcl
and position rcl are calculated as energy-weighted av-
erages. The energy, time and position resolutions are

σE/E = 0.057/
√
E(GeV), σt = 54 ps/

√
E(GeV)⊕ 50 ps,

σxy ∼ 1.3 cm, and σz ∼ 1 cm/
√
E(GeV).

The trigger [8] is based on the information from the
calorimeter and the drift chamber. The EMC trigger re-
quires two distinct energy deposits above threshold (E >
50MeV in the barrel and E > 150MeV in the end-caps).
The DC trigger is based on the number of drift cells that
recorded a hit and on their topology. Recognition and re-
jection of cosmic ray events is also done at trigger level:
events with two energy deposits above 30MeV in the fifth
calorimeter layer are vetoed. The trigger is synchronized
with the DAΦNE RF divided by 4, Tsync = 10.86 ns, with
an accuracy of 50 ps. The time of the bunch crossing pro-
ducing an event is determined after event reconstruction.

4 The selection of Bhabha scattering events

An on-line filter selects Large Angle Bhabha (LAB) events
using only calorimeter information, to minimize the CPU

time necessary for the whole event reconstruction; while
a more refined off-line analysis is done selecting Very Large
Angle Bhabha (VLAB) events, tightening the acceptance
cuts and including also the tracking information.
The LAB selection is based on the calorimeter clusters

energy, position and timing; the angle of a cluster is de-
fined by its coordinates, rcl, and the average position of the
interaction point. We require:

1) at least two calorimeter clusters with energy 300MeV<
Ecl < 800MeV and polar angle 45

◦ < θcl < 135
◦;

2) among all cluster pairs, the two clusters with the min-
imum polar angle acollinearity, ζ = |θcl1+ θcl2−180◦|,
are selected and ζ is required to be smaller than 10◦;

3) the two selected clusters should satisfy the timing con-
dition |tcl1− tcl2|< 4 ns.

The selected sample contains also e+e− → γγ events,
which are collinear in the transverse plane. To eliminate
these events we further require:

4) the angle in space between the two clusters must satisfy
cosα >−0.975, where cosα= rcl1 · rcl2/|rcl1| |rcl2|;

5) the presence of at least 50 DC hits in the event.

The precision with which LAB events are selected is
about 1% and is limited by the energy resolution of the
calorimeter (σE � 40MeV for Ecl = 510MeV). By adding
information from the tracking chamber, the precision is
considerably improved and the background of π+π− and
µ+µ− events (1.2% contamination at this level) is further
reduced.
In the VLAB selection the tracking information gives

the momentum measurement and the charge assignment,
while the information on polar angles is still taken from the
EMC clusters. There is no need to use the tracks for the
angular information since calorimeter clusters and tracks
have similar angular resolutions (σθ � 1◦) and hence no
further systematic uncertainty is introduced. The selection
cuts of VLAB events are slightly tighter than in the LAB se-
lection; the event must satisfy the following requirements:

1) for the two tracks with the largest number of associ-
ated hits, the point-of-closest-approach to the origin
(PCA) must be within (x2pca+ y

2
pca)

1/2 < 7.5 cm and
|zpca|< 15 cm;

2) the two tracks must have opposite curvature;
3) both tracks must have momentum p≥ 400MeV;
4) the two EMC clusters selected by the LAB filter must
have polar angle 55◦ < θcl < 125

◦;
5) the cut on the polar angle acollinearity for the two LAB
clusters is further tightened to ζ < 9◦.

5 Evaluation of efficiencies

The effective VLAB cross section is obtained from Monte
Carlo, it is therefore important to check that the resolution
of the variables and the efficiency of the selection are well
reproduced by the detector simulation, and to correct for
any mismatch between data and Monte Carlo. In particu-
lar a difference in the resolution of the kinematic variables
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Fig. 3. Comparison between
data (points) and Monte Carlo
(histogram) distributions for
the track momentum p (left)
and for the energy clusters
acollinearity ζ (right)

can give rise to systematic effects at the borders of the cho-
sen phase space. The studies presented here refer to the
data sample collected in 2001 because these data have been
used for the measurement of the pion form factor [5]. Since
2002 the cosmic ray veto has been improved and a smaller
systematic error from this effect should be accounted for in
later data.

5.1 Angular acceptance

Figure 3 shows the comparison of data with the Monte
Carlo simulation1 for the distributions of momentum,
p, and acollinearity, ζ. In both variables, the cuts p >
400MeV and ζ < 9◦ occur where the agreement is very
good. Furthermore, both variables are cut in a region
where eventual resolution mismatches between data and
Monte Carlo have small effects, because far from the bulk
of the distribution. Thus, any systematic error from the
cuts on p and ζ is considered as negligible. The difference
observed at high particle momenta is due to non-Gaussian
tails in the DC reconstruction which are not simulated in
Monte Carlo. However, since no high-momentum cut is ap-
plied in the selection, no systematic effect arises from this
small difference.
The situation is different for the requirement on the po-

lar angle, θ. In this case the cut 55◦ < θ < 125◦ is applied in
a region with a steep rise of the distribution, with a priori
possible large systematic effects. Figure 4 shows the com-
parison of the data and the simulated distribution, both
normalized to the total number of events: the overall agree-
ment is very good. The polar angle resolution from the
measurement of the calorimeter clusters is ∼ 1◦, therefore
a net gain or loss of events due to a systematic differ-
ence between the polar angle resolution in data and Monte
Carlo can only occur in the bins close to the borders. To
evaluate the effect, the relative difference between data and
Monte Carlo is computed in the border intervals (55◦ <
θ < 65◦, 115◦ < θ < 125◦), after normalizing the number of
Monte Carlo events, NMC, to coincide with the number of

1 Hereafter we will implicitly refer to the event generator
Babayaga, Version 3.5. This and other generators will be dis-
cussed in Sect. 7.

Fig. 4. Comparison between the data (points) and Monte
Carlo (histogram) distributions of energy clusters polar angle
normalized to the same number of events

data events, Ndata, in the central region (65
◦ < θ < 115◦):

the value (Ndata−NMC)/Ndata = (−0.25±0.03)% is used
both as the relative correction to the effective cross section
and as systematic uncertainty on the angular acceptance.
This estimate is confirmed by computing the relative vari-
ation of the luminosity as a function of the value of the cut
in polar angle, θcut:

∆L

L
=
NVLAB(θcut < θ < 180

◦− θcut)

NVLAB(55◦ < θ < 125◦)

−
σeff(θcut < θ < 180

◦− θcut)

σeff(55◦ < θ < 125◦)
.

The behaviour of ∆L/L as a function of θcut shows that, in
a 5◦ range, the relative variation is ∆L/L=+0.003−0.002, consis-
tent with the quoted systematic error.

5.2 Tracking efficiency

To evaluate the tracking efficiency we use LAB events be-
cause no tracking information is required in selecting this
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sample. Thus, we select events with a tagging track hav-
ing ptag > 400MeV and associated to one of the two LAB
clusters.
In this subsample, we define the tracking efficiency

εtrack as the fraction of events which fulfil the following
requirements:

1) at least a second track associated to the origin (as de-
fined above), this track must be one of the two with the
largest number of associated hits;

2) the track must have momentum p2 > 400MeV and cur-
vature opposite to the tagging track;

3) the distance d between the first hits of tagging and can-
didate track must be larger than 50 cm.

We have verified that varying the values for d, ptag, p2 the
tracking efficiency εtrack is stable and we find that the effi-
ciency for data and Monte Carlo are:

εdatatrack = (99.824±0.005)%

εMCtrack = (99.764±0.011)% ,

where the errors are statistical. The relative difference
∆εtrack = (6.0±1.2)×10−4 is taken as the systematic un-
certainty due to the tracking efficiency.

5.3 Cluster efficiency

To evaluate the cluster efficiency we select a subsample
based on the tracking information.Wa ask for two and only
two tracks with the following requirements:

– the two tracks are connected to one and only one vertex
located at |r| < 5 cm;
– both tracks are emitted at polar angle 50◦ < θ < 130◦,
where θ is measured at the vertex position;
– both tracks fulfil the same requirements on the radial
position of their first hit (fh) and last hit (lh) in the
DC: (x2fh+y

2
fh)
1/2 < 40 cm and (x2lh+y

2
lh)
1/2 > 180 cm

(these requirements exclude splitted tracks);
– the electron–positron invariant mass, Me e, must be in
the range 1017.5MeV/c2 <Me e < 1021.5MeV/c

2;
– the track mass,mtrk, defined as the mass associated to
the momenta p1 and p2 under the hypothesis of a final
state of two charged particles of the same mass and one
photon, should be smaller than 90MeV,
√
|p1|2+m2trk+

√
|p2|2+m2trk+ |p1+p2−pb|=

√
s

here pb is the average beam-beam transverse momen-
tum measured run by run.

The last two cuts efficiently remove the background from
µ+µ− and π+π− events. We then look for two calorimeter
clusters satisfying the requirements:

1) |ρlh−ρcl| <∆ρ = 40 cm, ρcl being the position of the
cluster in the x-y plane; this defines the cluster to track
association;

2) |p−Ecl|<∆E = 210MeV ;
3) |tcl1− tcl2|<∆t= 4 ns .

The cluster efficiency εcluster is defined as the fraction of
events in the control sample which fulfil the requirements.

We have verified that varying the values for ∆ρ, ∆t and
∆E the efficiency is stable and we find that the values for
data and Monte Carlo are in good agreement:

εdatacluster = (99.58±0.11)%

εMCcluster = (99.65±0.02)% ,

where the errors are statistical.
To evaluate the systematic uncertainty, the inefficiency

in data has been studied and understood as due to clus-
ter splitting, in which a cluster is split into two clusters
neither of them surviving the lower energy cut. A correc-
tion of δsplit = (0.135±0.007)% is applied to εMCcluster, and
the following difference between data and Monte Carlo is
obtained:

∆εcluster = ε
data
cluster− ε

MC
cluster = (0.07±0.11)% .

Since both data and Monte Carlo agree within statistical
errors, we take the value 0.11% as the systematic uncer-
tainty in the cluster efficiency.

5.4 Background

Given the cut on the track momentum, p > 400MeV, the
only relevant background processes are e+e−→ µ+µ− and
e+ e−→ π+ π−. The estimate of this background is based
on the track mass variable, mtrk. Figure 5 shows the mtrk
distribution for a sample of VLAB events: besides Bhabha
scattering events, clustered at low values of mtrk, the only
significant structure is the peak associated with π+ π−

events around mtrk � 136MeV. There is no evidence for
background from µ+µ− events because of the lower cross
section and of the smaller efficiency to release clusters with
E > 300MeV. We have used two methods to measure the
amount of background: the first consists in fitting the track
mass distribution, while in the second method we use par-
ticle identification based on time of flight method for dis-
criminating pions (muons) from electrons, called PID func-
tion in the following.

1. The PID function exploits the time of flight and the
different shape of energy deposits in the calorimeter

Fig. 5. mtrk distribution for a sample of VLAB events
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layers, of clusters associated to tracks to discriminate
pions (muons) from electrons on an event-by-event ba-
sis [5]. The fraction of background is evaluated from
events in which at least one track has been identified by
the PID function as a pion,

Nbkg

NVLAB
= (0.623±0.015)%

2. The mtrk distribution from Monte Carlo is well de-
scribed by an exponential function in the range100MeV
<mtrk < 170MeV. We fit the mtrk distribution in this
range with a Gaussian (background) plus an expo-
nential function (signal): the relative amount of back-
ground is

Nbkg

NVLAB
= (0.54±0.13)% ,

Since the previous results are in agreement within statis-
tical errors, we take the value 0.13% as the systematic
uncertainty and Nbkg/NVLAB = 0.62% as the background
contamination in VLAB event sample.

5.5 Cosmic veto

Cosmic ray events are vetoed at the trigger level, but a frac-
tion of these events is flagged and recorded for calibration
with a downscale factor of 5. Applying the VLAB selection
on the downscaled events, we estimate the total fraction of
VLAB events lost due the trigger veto directly from data.
The effect is stable in time and an average correction of
(0.40±0.03)% has been applied to the effective cross sec-
tion evaluated with Monte Carlo.

6 Evaluation of systematic effects

The effects on the acceptance and efficiency discussed so
far do not show variations in time and therefore average
corrections were applied to the whole data set. Other ef-
fects depend on the actual run conditions and there was
need to determine the corrections on a run-by-run basis. As
will be shown, these time dependent effects are very small.
In particular they are related to energy calibration and to
variations in the center of mass energy.

6.1 Calorimeter energy calibration

We have studied the effect of a variation of the calorime-
ter energy scale on the LAB selection, which requires two
energy clusters in the interval 300–800MeV and we have
computed the effect of these variations on the VLAB se-
lection. The 2001 data sample consists of three periods,
where the EMC energy scale changed by 1%, for an energy
resolution of 8%. For each period, the Ecl distribution is
evaluated and compared with the Monte Carlo distribution
(see Fig. 6). We observe that i) the Monte Carlo overesti-
mates the high energy tail of the distribution, and ii) there
are systematic shifts in the Ecl mean value.

Fig. 6. Distribution of the cluster energy of VLAB events for
three runs (points), one from each of the three different periods
of data taking, compared with Monte Carlo (solid line)

We have calculated the systematic effect due to overes-
timating the high energy tail by extrapolating the Monte
Carlo distribution above 800MeV. The relative difference
between data and Monte Carlo amounts to ∆Etail = (6.1±
1.6)×10−4. The value ∆Etail is taken as the systematic un-
certainty due to different high energy tails between data
and Monte Carlo.
The effect of the shift of the energy distribution be-

tween data and Monte Carlo has been estimated by taking
the difference between the mean values of the distributions
as a measurement of the shift and by adding (subtract-
ing) the events, which are gained (lost) according to this
shift. The run-by-run weighted average is ∆Ecalib = (6±
2)×10−4, and it has been considered as the relative sys-
tematic error due to variations in the calorimeter energy
calibration. Furthermore we have checked that, aside from
a coherent shift, the shape of the cluster energy distribu-
tion in VLAB events is the same in the three periods (see
Fig. 6).
The overall systematic error due to the calorimeter en-

ergy calibration is

∆Ecl =∆Etail⊕∆Ecalib = 8.6×10
−4 .

Since the two effects tend to compensate, no correction was
applied to the luminosity measurement.

6.2 Center of mass energy

The effective VLAB cross section is evaluated by Monte
Carlo at the average value of the center of mass energy,
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Fig. 7. Distribution of the center of mass energy as a function
of time in 2001

√
s = 1.0195GeV. To account for variations of the beam
energy, we corrected the luminosity measurement for the
relative change in cross section, ∆L/L0 =−∆σ/σ0, where
L0 is the luminosity obtained with the nominal cross sec-
tion σ0 = σeff(1.0195GeV). The VLAB events energy scale
was calibrated with the well measured value ofMφ [18] dur-
ing an energy scan [19] around the φ resonance. Figure 7
shows as a function of time the value of

√
s measured from

VLAB events: variations in
√
s never exceed a few hundred

keV, and single run corrections are always smaller than
0.5%. The average correction is 0.1% and we consider this
value also as the systematic uncertainty for this effect.

7 The VLAB cross section

The event generators Babayaga [9, 10] and Bhagenf [11],
developed for the large angle Bhabha scattering at DAΦNE
and based on the cross section calculated in [12], have
been interfaced with the detector simulation program
GEANFI [13] for evaluating the effective cross section, as
well as for estimating the systematic uncertainties. After
applying the VLAB selection we find an agreement bet-
ter than 0.1% between the cross sections calculated with
the two generators, including the event reconstruction
efficiency:

Babayaga σeff = (431.0±0.3)nb

Bhagenf σeff = (430.7±0.3)nb .

The error given in the above cross section is due to the
Monte Carlo statistics. The systematic theoretical uncer-
tainty claimed by the authors is 0.5% in both cases. The
radiative corrections due to the treatment of initial and fi-
nal state radiation in Bhagenf and Babayaga have been
compared with two other event generators: the Bhwide
code [14] developed for LEP and the Mcgpj code [15] de-
veloped for VEPP-2M and based on the cross section cal-
culated in [16]. Further details on the event generators

Fig. 8. Top: comparison between Babayaga (histogram) and
Bhwide (points) for the differential cross section as function of
the acollinearity (after momentum and polar angle cuts). Bot-
tom: comparison between Babayaga and Bhwide for the differ-
ential cross section as function of the missing energy fraction,
v = 1−M2/s (after momentum, polar angle and acollinearity
cuts)

and the application in the analysis can be found in refer-
ence [17]. For this comparison, we applied the kinematic
VLAB requirements on the generated momenta and com-
puted the VLAB cross sections for the four generators, as
shown in the table below, where errors are due to Monte
Carlo statistics.

MC code σ (nb)

Bhagenf 460.8±0.1
Babayaga 459.4±0.1
Mcgpj 457.4±0.1
Bhwide 456.2±0.1

These values are obtained without considering detec-
tor smearing and loss effects and therefore the results are
considerably different from the effective VLAB cross sec-
tion presented before, where a full detector simulation was
performed. Moreover, contributions from the φ decay and
vacuum polarization effects are not applied, because they
are the same for all generators.
The agreement among the four generators supports the

systematic uncertainty of 0.5% quoted by the authors of
Bhagenf and Babayaga.
Moreover, we have compared the differential distribu-

tions for the acollinearity ζ and the missing energy fraction
v = 1−M2ee/s, which are very sensitive to the difference in
the treatment of radiative effects. Also in this case we find
good agreement as can be seen in Fig. 8.
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The analysis refers to the data taken during the year 2001
for an integrated luminosity of 141 pb−1. All corrections
and systematic errors discussed above are summarized in
Table 2. Summing all errors in quadrature, the relative
experimental uncertainty for the luminosity measurement
using Bhabha scattering events is δLexp/Lexp = 0.3%.
Different event generators were used to evaluate the

cross section, the comparison shows good agreement in the
distributions of the variables used to select the events and
in the value of σeff. The value of the effective VLAB cross
section has been calculated with the Babayaga event gen-
erator that has been interfaced with the GEANFI simula-
tion program. We use a theoretical uncertainty of 0.5%,
that is quoted by the authors of Bhagenf and Babayaga
(an improvement by more than a factor 2 is currently in
progress [20]) and it is confirmed by the comparison with
other event generators.
The total error of the luminosity measurement is then

δL

L
=
δLexp
Lexp

⊕
δσeff

σeff
= 0.6% .

Table 2. Summary of the corrections and systematic errors in
the measurement of the luminosity

correction (%) systematic error (%)

angular acceptance +0.25 0.25
tracking – 0.06
clustering +0.14 0.11
background −0.62 0.13
cosmic veto +0.40 –
energy calibration – 0.10
center of mass energy +0.10 0.10

+0.34 0.32
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